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Data-Intensive Computing
in Widely Distributed Environm

The overall goal of this work is to provide method
enable the scientific community to routinely dea
volumes of data at high data rates with complete
transparency.
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Challenge

Identify what must be done to produce

• predictable, high-speed, distributed software
that will compose to yield high-performance w
applications .....

(rather than having to “tune” these system
top-to-bottom as we mostly have to do no

Increasingly, we believe that meeting this challe

• comprehensive and adaptable monitoring th
information that system components needin o
changes in the communications envir onment,

• automated distributed management of the d
components
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Issues and Approaches

♦ Scalability - the system must grow and shrink
• dynamic (re-) configuration

♦ Performance inhigh-speed, but variable qualit
• network-level and platform-level parallelism 
• individual threads of control for every server
• monitoring at all levels for problem diagnosi

analysis, and application adaptation

♦ Reliability (otherwise the system is not real)
• autonomous monitoring and management fo

- system regeneration in the event of trans
- system reconfiguration in the event of lon

and
- adaptability in the event of degradation
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♦ Security (otherwise the system is not real)
• decentralized management of access rights

decentralized nature of the distributed syste
certificate based distributed management of
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Outline of What Follows

♦ Overall model
♦ Prototype systems

• WALDO: A digital library for real-time data s
• STAR: Distributed physics/nuclear science d

♦ DPSS: A wide-area network distributed cache
♦ Performance monitoring and analysis

• Event-based methodology at all levels
• The MAGIC WAN experiment
• Application monitoring example: The STAR 

framework
♦ Agent-based monitoring
♦ Security
♦ The LBNL-SLAC-NTON experiment
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An Overall Model for Data-Intensive 

♦ Data sources deposit data in a distributed ca
consumers takes data from the cache, usually
data back to the cache

♦ Each application uses a standard high data-r
large, high-speed, application-oriented cache

♦ Usually metadata is recorded in a cataloguing

♦ Usually there is a tertiary storage system ma
migrates data to and from the cache
• the cache can serve as a moving window on

(depending on the size of the cache relativ
interest, only part of the object data may 
cache - though the full objection definition
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♦ The native cache access interface is at the lo
but client-side libraries implement various acc
• E.g. Unix, C I/O:

- upon request available data is returned,
- requests for data in the dataset, but not y

cache, causes the application-level read 

Generally, the cache is large compared to the av
computing environment, and very large compare
disk (e.g. hundreds of gigabytes).
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Prototype Systems

♦ WALDO - a system in which real-time data so
catalogued into a digital library
(see http://www-itg.lbl.gov/WALDO)

♦ STAR: High Energy and Nuclear physics acc
are the prototypical high data-rate scientific in
they have substantial real-time analysis requi
(discussed in the LBNL - NTON - SLAC expe
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Wide-Area, Large Data Object system

♦ WALDO was the first system in which we use
high-speed data collection and on-line distribu
that data.

This general model has been used in several
computing applications. For example, a real-ti
system (see figure 2 and [DIGLIB]) collects da
medical imaging system, and automatically p
catalogues, and archives each data unit toge
derived data and metadata, with the result be
object representing each dataset. This autom
operates 10 hours/day, 5-6 days/week with da
Mbits/sec during the data collection phase (a
minutes/hour).
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LDO
“object”

description

producer
(capture, catalogue)

Processing
• generate:

- object template
- metadata
- derived

representations
• manage initial

archival storage

m
et

ad
at

a
DPSS

• high speed
data cache for
incoming data

Web server
• LDO access

methods
• search engine

management
• cache/MSS

management
• some LDO

data-component

Data
Source

• collection
• buffering
• network

transport

DPSS
• cache for high

speed
application
access to data

MSS
• tertiary storage

archiving of
large-data-component

local storage
• WALDO Web

server based
LDO
component
storage

access   control

object mg’mt
(persistence, metadata mg’mt,

storage mg’mt)

2. WALDO Data Flow for Automatic Digital Library G
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Kaiser San Francisco Hospital
Cardiac Catheterization Lab

NTON

MAGIC

Kaiser
Oakland
Hospital

3. Kaiser / LBNL, WALDO based health care imaging s
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Archival
storage

interface
(stages to

DPSS)

multiple views
of the data

metadata
behind this

link

large-data-
object
handle

4. The user view of WALDO: A representation of the six objects (about 0.75 GBy
cycle of operation of a remote, on-line cardio-angiography 
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DPSS: A Wide-Area Network Distrib
Architecture

The Distributed-Parallel Storage System (DPSS
application-oriented network data cache that is i
distributed system, and that serves several roles
high-performance, data-intensive computing env

Functionally, the DPSS provides:
♦ A standard interface for high-speed data acce

functionality of a single, very large, random a
oriented I/O device (i.e. a “virtual disk”);

♦ High capacity, on-line cache storage (we anti
size for the STAR analysis environment) that 
the application from the tertiary storage syste
instrument (detector data acquisition system)
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♦ Access to many large datasets that may be lo
the cache by virtue of the block index maps b
if the data is not yet available (in this way pro
as soon as the first data has been migrated f
storage);

♦ Application-specific interfaces to an extremel
byte indices) of logical blocks;

♦ The ability to dynamically configure on-line sy
aggregating workstations and disks from all o
(this is routinely done in the MAGIC testbed);

♦ The ability to build large, high-performance st
from the least expensive commodity compon

♦ Scalable performance by increasing the num
operating DPSS servers.
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♦ DPSS uses parallel operation of distributed s
for example, image streams fast enough to e
multi-user, “real-time”, virtual reality-like appli
Internet / ATM environment.

♦ Ultimately, the ene-to-end performance come
separate threads of control for every resource

♦ As illustrated in figure 10. the DPSS provides
server that does “third party” transfers from d
directly to application client buffers;

♦ The DPSS, as a system, is designed to be di
wide-area network;

♦ The components are actively managed by a c
independently communicating agents to prov
distributed, reliable, wide-area operation;
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8. Distributed-Parallel Storage System Model (
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generate block
map entries

d

b
u
f
f
e
r

block
placement
algorithm

c
l
i
e
n
t

DPSS

♦ data layout is part of the
writing process

♦ connectionless transport will
be needed for random
placement!

9. DPSS Model for High-Speed Writing
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♦ Data placement occurs during the data-write 
(figure 9.)

♦ Three major architectural components: storag
security, agent-based management (figure 10



DPSS: A Network Distributed Cache

Application
(client)

Application data structure
access methods

(data structure to logical
block-id mappings - e.g.:

♦ JPEG video

♦ multi-res image pyramids

♦ Unix r/w

♦ XDR

data
requests

Agent-based
management of dataset
metadata - locations,

state, etc.

1 a reading illustrated)

mem

buf

DPSS API
(client-side

library)
 21

[nton.slac.vg.fm - April 7, 1998]

Imaging and Distributed Computing Group,
Information and Computing Sciences Division

returned data stream
(“third-party” transfers directly
from the storage servers to the

application)

♦ block storage
♦ block-level access

control

Disk Servers

Security context - 1
(system integrity &
physical resources)

Security context - 2
(data use conditions)

0. Distributed-Parallel Storage System Architecture (dat

Agent-based
management
of redundant

Masters

Agent-based management of
storage server and network state

vis a vis applications

physical
block

requests logical block
requests

Data Set Manager

• user security context
establishment

• data set access control
• metadata

DPSS Master

Logical to Physical
Block Name

Translation and Block
Map Management

Resource Manager
• allocate disk resources
• server/disk resource access

control
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Performance Monitoring and An

There arevirtually no behavioral aspects ofwidel
applicationsthat canbetakenfor granted - they ar
different from LAN based distributed application
♦ A hard problem that is a barrier to the routine

high-speed distributed applications
♦ Hard: techniques that work in the LAN frequen

in the wide area, and more techniques are ne
area (to address problems that never show u

To characterize the wide area environment we h
methodology for detailed,end-to-end,top-to-botto
analysis of every significant event involved in dist
data interchange.
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♦ Has proven invaluable for isolating and correc
bottlenecks, and even for debugging distribut

♦ The monitoring methodology uses precision t
events throughout the distributed system, tog
analysis techniques for obtaining information 
reconstructed dataflow lifelines.
• NetLogger/LogTracer toolscollectstateinform

stamps at all critical points in the data path, 
instrumenting the clients and applications

• timing and event information is carried as a 
the data block structure OR is logged and co
the timestamps

• NTP synchronizes system clocks to withinab
microseconds (but the systems have to stay
length of time for the clocks to converge to 2
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♦ The results are detailed, data block transit his

♦ Analysis of these lifelines provides diagnostic
the entire environment as well as a visualizat
distributed-parallel algorithms operate



Performance Monitoring and Analysis

Writer
(output to

net)

disk
reader

TS-7

TS = time stamp

from
other
disk

servers

Writer
(output to

net)
TS-6

Writer
(output to

net)
TS-6

Writer
(output to

net)
TS-6

Writer
(output to

net)
TS-7

t access

S

receive
blks

ms
. STAF)

0.
7 

m
s/

bl
kne

tw
or

k 
el

em
en

ts

oring
 25

[nton.slac.vg.fm - April 7, 1998]

Imaging and Distributed Computing Group,
Information and Computing Sciences Division

DPSSMASTER/
name trnslate

memory block cache

- recv blk list
- search cache

disk
reader
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reader
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DPSS
server
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disk

data structure / objec
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LAN, with 64 KBy blocks)
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11. End-to-end, top-to-bottom, event monit
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♦ Analysis of the event life-lines

• component performance

• algorithm characteristics and interaction
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12. Two server, ATMLAN Event lifelines (detaile

app_send

master_in

master_out

server_in

start_read

end_read

start_write

app_receive

TCP_retrans

8000 8200

B: fast disk
read:
8 ms

C: 20 block average time to write
blocks to network:

8.65 ms

D: 20 block average time spent in
read queue: 5 ms

F: time for 20 blocks to get from one server
writer to the application reader

total: 204 ms, avg: 10.2 ms
38.5 Mb/sec

B: typical
disk read:

22 ms

Time (ms)

M
on

ito
rin

g 
po

in
ts

G: cache hits
(zero read

time)

E: time to read 20 blocks from three disks
total:123 ms, avg: 6.15 ms
8 MBy/sec (63.7 Mb/sec)

A

net transit

name xlate

net transit

read queue

disk read

write queue

net transit

length 

“pipeline” (≈

(current servers
twice thi

64 KBy delivered to
the application
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13. Two server, ATMLAN Event lifeline

B: fast disk read
8 ms

fast
read

milliseconds

server_in

start_read

end_read

read queue

disk read

and cache
search

four
parallel

disk reads
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completion
of one read
triggers the
next one
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Results of the MAGIC WAN experiment

♦ Three disk server configuration (next figure) D

♦ Things to notice:

• Many TCP retransmissions, and some very
5500 ms!) (Once a block is written to the TC
level flushes have no effect, and TCP will re
until transmission is successful, even thoug
no longer needed and is holding up newer d

• These long delays are almost always accom
more TCP retransmit events.
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15. The MAGIC WAN Network and DPSS / Application 
Configuration
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app send

master in

master out

server in

start read

end read

start write

app receive

TCP retrans

0 1000 2000 3000 4000

time (ms)

end read

start write

app receive

(TCP retrans)TCP retrans

app receive

start write

end read

start read

server in

master out

master in

app send
0

time (ms)
1,000 2,000 3,000 4,000

16. Three servers, ATM WAN: things can go ve

“edc.se
“tioc.ser

“uswest.s
“edc.net.tcp.retrans.log”
“tioc.net.tcp.retrans.log”

“uswest.net.tcp.retrans.log”
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Experiment to test TCP window vs. MTU hypoth
MTU size

♦ Reduce the network MTU to a very small value
so that the TCP window can close to values m
with the available switch buffering

• indeed, this helps a lot (see next figure)
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app send
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17. Small MTU experiment, MAGIC WA
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Experiment to test switch cell dropping hypothes

These experiments caused all of the MAGIC bac
be replaced and/or upgraded with large output b



MAGIC WAN Experiment

1400

ts/sec for each server

“edc.log”

“tioc.log”

“uswest.log”

ll Rate Limiting
 35

[nton.slac.vg.fm - April 7, 1998]

Imaging and Distributed Computing Group,
Information and Computing Sciences Division

app send

master in

master out

server in

start read

end read

start write

app receive

TCP retrans

800 1000 1200

ISS/TV logs, MAGIC WAN, ATM cell rate limiting (traffic shaping) to 32 Mbi

M
on

ito
rin

g 
po

in
ts

Time (ms)

18. The Three Server ATM WAN Experiment with Ce
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Application Performance Monitoring

The STAR analysis framework (STAF) is being 
realistic application environment in which to vali
the data handling architecture and implementati

Generally speaking, STAF manages self-describ
on behalf of analysis modules. Data is requeste
standard interface that supports several commu
including the DPSS cache. The data is converte
machine-specific format and placed into memor
whence it is accessed by the analysis modules.
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♦ A typical DPSS server consists of a commod
(e.g. a 200 MHz Pentium) with one high spee
interface (100 Mb/s Ethernet or 155 Mb/s ATM
SCSI adaptors, and three or more disks on e

♦ Each such server can independently deliver a
Mbytes/sec of data to a remote application w
aggregated streams for all servers in a DPSS

♦ Performance in an HENP-like configuration fo
parallel applications was measured using a tw
disk, DPSS configuration. Data requests are 
based reader through the DPSS file semantic
collects blocks from the DPSS servers, buffer
provides serial access to the buffer through a
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ATM
LAN

20. DPSS Performance Testing with Many Paralle
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data loading)
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data loading)

Analysis
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to the analysis

modules)
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(155 mb/s)
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The throughput rates are measured as data i
application level (analysis modules) -

a data path that includes translating the data
appropriate machine format and structuring 
both of which are very fast operations -

which provides the most realistic performance

♦ The experiment

• STAF was run on an 8 CPU Sun E-4000 syst
(622 Mbit/s) ATM interface

• each instance of the analysis code reads 10
from each of ten different datasets - a total o
per STAF invocation
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• the DPSS cache was a two server, four disk
configuration

• a data rate of 23 Mbytes/s is achieved for re
expected for two disk servers), and 25 MByt
data.

♦ Result (next figure)

• running 10 instances of the application simu
in the same aggregate throughput with very
indicating good scalability.
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21. Correct operation of 10 parallel processes reading 1
from one DPSS (each row is one process, each group is a

of data, total = 1 GBy, for1.5 TBy/day - the detector
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The LBNL-SLAC-NTON High Da
Experiments

♦ Brian Tierney1,2, Jason Lee2, Craig Tu
 Bill Johnston1, LBNL

♦ Les Cottrell2 and Dave Millsom2, SLA

♦ Bill Lennon2 and Lee Thombley2, LLN

♦ Hal Edwards2, Nortel
1middleware and monitoring
2networks
3applications
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An Experiment in High-Speed, Wide Area Real-
Data Handling: The STAR analysis environmen

♦ A four-server DPSS is a prototype frontend fo
mass storage system, and is located at LBNL

♦ A 4 CPU Sun E-4000 is a prototype for a phy
computing cluster, and is located at SLAC.

♦ The NTON network testbed that connects LB
provides a five switch, 100 km, OC-12 path (a
configured for a 2000 km, OC-12, path).

♦ All experiments are application-to-application
transport
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Questions to be addressed:

♦ What are the issues with the routine use of re
disks to support high data-rate environments?
• Are there any additional issues if the networ

frontend for a high performance mass storag
• How well does TCP congestion control work

data streams in high-speed networks?
• How do we do high-speed rate shaping for Q

♦ How do anomalies in a separate control chan
impact performance (as might be encountere
information were going over a ground line whil
over a high bandwidth-delay product link like 

♦ How does striping across multiple, independe
impact performance in a parallel-distributed s
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 46

[nton.slac.vg.fm - April 7, 1998]

Imaging and Distributed Computing Group,
Information and Computing Sciences Division

Approach: monitoring data flow related eventstop
end-to-end

♦ Application software architecture is that of the
framework

♦ Network architecture

♦ Application-level results
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Off-line
Event Archive

(NERSC HPSS)

On-line
Event Data Cache

(DPSS)

(DPSS’ internal
configuration is
typically widely

distributed)
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AnalysisAnalysisAnalysisAnalysis
Cluster

(proto = E4000 SMP)

ATM
WAN

Remote
Analysts

Remote
Analysts

analysis data flow

Local
Event Data Cache

(DPSS)

Local
Event Data Cache

(DPSS)

Local
Computing

22. Prototype Analysis Architecture
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LBNLUC Berkeley

to MAGIC
testbed

Stanford
SRI

XEROX
Ames

San Jose

OC-12
(622 Mb/s)

23. High-SpeedDistributed
Processing Experiment

SLAC
Fore ASX-1000

ATM switch

NOW

UCSF

Kaiser

Nortel Vector
ATM switch

OC12

OC12 OC12OC12

Sprint ATL
Burlingame

Nortel Vector
ATM switch

OC12 OC3

OC3 OC12

NTON
♦ 4 × 2.5 Gbit/s all optical
network testbed
♦ potentially configurable
as > 1000km of OC-12
♦ actual network
circumference is about
300km)

Cisco 1010L
ATM switch

OC12

OC12

Sun E4000 SMP

CCCCCCC

CPU
MEM

I/O
Ether

100 mbs

X

ATM
OC-12

ATM
switch
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24.
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25.
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LBNL
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UC Berkeley
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26. High-SpeedDistributed
Processing Experiment
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event monitors:
♦ TCP/IP
♦ app recv

<<proposed>> event
monitors:
♦ cell drops
♦ other VC traffic

event monitors:
♦ data requests
♦ disks
♦ TCP
♦ TCP/IP
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27. STAF

Rates of data
received in the
application’s

memory
(includes XRD

decode)
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28. STAF

Rates of data written
out of the

application’s
memory

(note comparison of a
1-server DPSS with

local disk)
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Netlogger monitoring



Wide Area Distributed Data Handling
 55

[nton.slac.vg.fm - April 7, 1998]

Imaging and Distributed Computing Group,
Information and Computing Sciences Division

30. Netlogger monitoring

TCP retransmit
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31. Netlogger monitoring - all four servers, full cycle of e

TCP retransmit
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32. Netlogger monitoring - detail analysis ex

probably a thread
scheduling glitch

monitor
points

time, ms.
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33. Netlogger monitoring
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remote servers.

14000 16000

TCP over NTON
g 1:($2+$3+$4+$5)

steady state rate
≈ 57 MBy/sec of
data delivered to
the application
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29. Experiment: Application receiving data from four 
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Conclusions

The experiments described here are work-in-progress. The use o
Storage System as a network cache has demonstrated the requ
complete demonstration of scalability requires running hundreds
along with other, independent uses of the infrastructure.

The wide area, high-data rate experiment configuration results a
meet our expectation of being able to deliver data to applications
the network and the ability of the application and its platform to 
DPSS architecture is thus far scalable). However, experience ha
significant increase in throughput and/or scale raises a new set 

We also report on the Netlogger monitoring system which has b
debugging and verifying high-speed distributed applications and
infrastructure.

There are numerous issues that remain to be investigated, identi
example, the behavior of the infrastructure with competing, high
coupling the monitoring architecture to the middleware and appl
adaptations can be made for performance degradation in the va
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